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Alaska Rural Communications Service & Satellite Interconnection Revitalization

Project Summary:

The ARCS revitalization project has made measurable progress during the first year. The project objective is the restoration of television broadcast programming to bush and rural communities by either repairing or replacing non operational equipment. This includes transmitters, antennas, satellite dishes, receiver/decoders, or towers. Accomplishments to date include:

Restoration of full service: in over 50 cases, reliable ARCS service has been restored to bush and rural communities where it had been completely off or seriously degraded.  

Acquisition and refurbishment of equipment:  refurbishing original transmitters while replacing the worn out modulator component is the norm; we realize approximately $5000 savings per unit when compared to purchase of a completely new system.  To date, we have rebuilt 44 units and purchased 2 new units. Both of the new units and 23 of the refurbished units have been placed into operation.  There are currently 10 ready standby units, and 11 more near completion.  These numbers fluctuate as unit deployment continues and new failed units are placed in line for rebuilding.  Ongoing service of satellite receiver/decoders has resulted in refurbishment of 18 units that were purchased in the original 1996 deployment and 10 units that had already been rebuilt placed back in operation.  As the technology has evolved, a more efficient, economical and robust model has been introduced. 6 of these models were purchased for use in various capacities.  We are in the process of acquiring an additional 10 new units for standby use to decrease our response time to communities whose service is failing.  

Provision of timely customer support:  with a system that includes 235 sites, technical staff is kept busy each day with myriad trouble calls.  Each call involves a unique set of factors and circumstances that must be analyzed so that the particular problems can be addressed.  As might be expected the range of work can run from a simple reset to a complex set of problems which have resulted in the complete failure of a village’s local service.  In the past year staff fielded over 1,129 calls from more than 134 individual bush or rural communities.  Staff is actively working to solve service problems for approximately 25 communities.  Three of those locations involve the installation of new satellite dishes, 2 of which have already been purchased and delivered by this project, to restore their service.  

Establishment of community partnerships: the majority of the service restoration work is attained through partnership, technical staff working with dedicated community volunteers.  Some sites and projects require travel in order to deal with the extraordinary circumstances.  

Progress on phases two and three:  the design and development of a modernized delivery and control system continues.  The goal is to develop and implement a consolidated delivery system and central point of control for multiple content streams.  

The project is on schedule and within budget. To date, we have not encountered any serious unanticipated problems or set backs requiring significant actions or changes to the work scope. Restoration or upgrading of service presents a different challenge in each community. In partnership with our community liaisons, we identify and solve these problems.

Quarterly Activity Detail: Jan - Mar 2005
Phone Activity Levels

Calls Logged:  300

Unique Locales:  66

Service Levels

Transmitters sent:  7 (plus 3 already in April)

Receivers sent:  7

Other equipment sent:

False Pass:  a new 3.0 meter satellite dish antenna, along with mount and associated hardware, were purchased and sent to the city.  They are in the process of installing the ARCS system at a new location following a fire that destroyed the old location.  

Nondalton:  also received a new satellite dish identical to False Pass.  In this case the reason has to do with property and tenancy disputes.  The city is installing the new system.   

Adak:  a set of video and audio isolation transformers were installed at the AT&T downlink site, so that video and audio from two satellite receivers could be handed off to the cable TV operation.  ARCS, as well as PBS service, were restored to the community.  

Service Restored to 19 communities:  
Adak, Alakanak, Dillingham, Golovin, Holy Cross, Hughes, Kaltag, King Cove, Kwigillingok, Lime Village, Mcgrath, Seward, Shageluk, Stebbins, Tanana, Tatitlek, Tolsona / Nelchina, Unalaska, Whittier.  

Active Priority Villages: 

We are actively involved in work on varying levels with over 30 communities.  Some examples include: 

Hoonah, where new and rebuilt equipment has been sent for installation only to find the eagles have damaged one of the transmit antennas.  

Red Devil, where the transmitter is ready to go, but a new transmit antenna is on order from the factory.

Craig, where ARCS has been off for so long the dish had moss growing on it, but now the site is being reactivated with local volunteer help.  We have already verified satellite receive capability and plan to have a new transmitter on the air in the next quarter.

Petersburg, where the transmitter is barely making a few watts, but will be replaced this summer with a new unit, and some new transmit antenna that will greatly increase coverage in the community.  
The villages of New Stuyahok, Pedro Bay, Bettles and Upper & Lower Kalskag, all have issues relating to moving their satellite dishes to new locations within the village.
Other targets include Atka, Chalkytsik, Gambell, Gustavus, Kiana, King Salmon, Kipnuk, Kwethluk, Little Diomede, Marshall, Mekoryuk, Naknek, Nelson Lagoon, Nulato, Saint Paul, Sand Point, Shaktoolik, Sleetmute, Stony River, Togiak, and the area served by Willow Mountain, including Glennallen, Copper Center and Kenney Lake.  



Alaska Public Broadcasting Digital Distribution Network    

Project Summary:

The purpose of the Alaska Public Broadcasting Digital Distribution Network (ADDN) project is to interconnect Alaska public broadcasting system facilities by means of the internet or constructed intranet.  Upon completion, reliable high speed delivery of content - programming, data and voice - and access to commodity internet and advanced networking options will be available to the public broadcasting system, enhancing service to local, regional and statewide audiences served by those community institutions. The project is based on a network design developed under a previous federal grant from the US Department of Commerce. The project began in March 2004 and significant progress has been made. Accomplishments to date include:

Review of network design and work scope: a thorough review of the original design, item by item, was completed to determine if the selected equipment was still the best choice. The project work scope was also reviewed.
Equipment bids, purchase and deployment: bids for the equipment for the Network Operations Center, the Administrative Center and the three hub locations – Anchorage, Fairbanks and Juneau - were sent out, responses reviewed and orders placed. This core equipment is installed and final testing of this new connectivity will occur in May 2005. Equipment bids were also let for the 23 remote sites, responses reviewed, orders placed and equipment received. Data network equipment for the first five remote public radio station sites was assembled into packages in the Anchorage distribution location, and shipped to Wrangell, Petersburg, Sitka, Ketchikan and Haines.  The equipment has now been received in these five locations, and is staged for integration and turn up during second quarter 2005.  Data network equipment remaining in the Anchorage distribution location is being packaged for shipment during this same period.

University partnership agreement: entered into a multi year agreement with the University of Alaska statewide office of information technology that provides ADDN with connectivity between the hubs via the University data backbone.  It also provides for operational oversight of the network on a twenty-four hour basis once normalized operation begins.  This oversight will provide rapid reporting of problems so that system maintenance and repair can be affected with the least amount of down time for network users.
State of Alaska partnership agreement: additional connectivity for the system will be made available to the network by the State of Alaska’s Enterprise Technology Services division.  This circuit will provide additional capacity between Juneau and Anchorage.

The project is more or less on schedule and within budget. There have been some minor deployment delays working with vendors and staff has encountered some minor delays due to winter weather and a baby being born. Overall, we have made good progress and we have not encountered any serious unanticipated problems or set backs requiring significant actions or changes to the work scope. 
Quarterly Activity Detail: Jan - Mar 2005
Quarterly Highlights:

· order/receive equipment for remote APBI ADDN sites

· ship first five remote sites (southeast) staged for deployment in 2nd qtr

· “wrap down” of UAF/SuperComputing site installation

· “wrap down” of UAA site installation

· Installation of IP management servers in Fairbanks

· University finalizes its backbone network upgrades/commitments, which allow it to move forward as a service provider to APBI as of end of this quarter

· Research into bandwidth options for networking remote sites to the three major hub sites

Quarterly Summary:

There were several major developments on the APBI ADDN project during first quarter of 2005.   Chief among these was an equipment specification review prior to letting a bid notice for acquisition of the data network equipment for the ADDN’s 23 remote public radio station sites, subsequent award of bids to vendors, order and finally receiving of equipment for these sites.  Data network equipment for the first five remote public radio station sites was assembled into packages in the Anchorage distribution location, and shipped to Wrangell, Petersburg, Sitka, Ketchikan and Haines.  The equipment has now been received in these five locations, and is staged for integration and turn up during second quarter 2005.  Data network equipment remaining in the Anchorage distribution location is being packaged for shipment during this same period.

Other developments during first quarter 2005 included:

Travel to Juneau for further integration of the APBI ADDN data network equipment to the KTOO local area and wide area networks.  Fiber optic cabling was installed during this site visit, allowing the KTOO facility to further utilize the new equipment installed as part of the APBI ADDN.  Additionally, changes were made to the KTOO uplink into the UAS backbone, concurrent with UA Statewide changes to the University networking system.

Travel to Fairbanks for a complete re-installation of the APBI ADDN networking gear at the UAF Butrovich Building Supercomputing Center.  The network gear is now permanently installed in the Butrovich Building in the same area as the Pacific Northwest Gigapop networking gear, and is integrated to the new University of Alaska Statewide networking interface turned up during UA’s upgrade/backbone conversion process, now recently completed.  During this same site visit, significant changes were made to the way that KUAC integrates to the University system, with turn-up of a new local area network switch at the KUAC site, and integration to the UAF system via the APBI ADDN network devices.  Installation of a new single mode fiber optic cable is still in progress across the UAF campus, and once complete, will directly link the APBI ADDN installation at the Butrovich Building to the KUAC site via this new switch.  Two server systems were also installed at the Butrovich site:  these servers will become the basis for an electronic network management system for the APBI ADDN.

The University of Alaska Statewide also finalized its backbone network upgrade/change-out during the first quarter of 2005 – significant for APBI’s ADDN project, because these changes now allow the University to fulfill its commitments to the APBI ADDN as a service providing backbone network.

Also significant during first quarter of 2005 were efforts to further develop planning for interconnection bandwidth between APBI remote sites and the three major hub sites at Fairbanks, Anchorage and Juneau.  Planning focused on the southeast Alaska sites, in particular, as these are the first sites planned for turn-up in second quarter of 2005.

